Abstract—Efficient multimedia encryption algorithms play a key role in multimedia security protection. We introducing multiple Huffman Tables (MHT), which performs both compression and encryption by using multiple statistical models (i.e. Huffman coding tables) in the entropy encoder and multiple Huffman tables are kept secret. A known-plaintext attack is presented to show that the MHTs used for encryption should be carefully selected to avoid the weak keys problem.

We then propose chosen-plaintext attacks on the basic MHT algorithm as well as the advanced scheme with random bit insertion. In addition, we suggest two empirical criteria for Huffman table selection, based on which we can simplify the stream cipher integrated scheme, while ensuring a high level of security.
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I. INTRODUCTION

Digital rights management is a rapidly emerging area of research that deals with all aspects of secure data communication, from the system level key exchange protocols to the signal processing and ciphering algorithms employed to make the contents unusable by unauthorized parties. In particular digital rights management requires multimedia securization technologies, and enables applications such as copyright protection, authentication, and conditional access, just to mention few. Encryption is the one of the major digital rights management enabling technologies. Usually to provide confidentiality, the data is encrypted using a stream cipher or block cipher (Ex: DES[1] (or) AES [2]) in some mode of operation for encryption [3]. Data encryption can be used to cipher all or parts of content. So that only the user that has received a key can decrypt and display all or parts of the data. However, unlike the ordinary computer application, multimedia applications generate large amount of data that has to be processed in real-time. Hence, a number of techniques for realtime encryption of multimedia data have been proposed in past years. Two common approaches to real time multimedia data encryption are

1. Selective encryption
2. Entropy coding that provides encryption.

The design philosophy of selective encryption is to provide faster encryption by encrypting only small portions of the multimedia data. Without the knowledge of the encrypted data, the adversary will not be able to recover the original data(e.g., image or video), since traditional schemes can be used for encryption. The issues related to selective encryption are more signal processing than cryptography related. The major issue is to select important information that will be encrypted. i.e the information whose encryption will generate that the adversary can't recover useful information about original data.

In the second approach, entropy coding provides encryption; the entropy coder has two functionalities: compression and encryption. The goal is to improve the efficiency by doing both compression and encryption in a single step. The entropy coders that provide encryption use secret keys to encode data. The adversary should not able to decode the data without the secret key. This approach can be combined with selective encryption for greater efficiency. However the security of most of the selective encryption systems is not high and often coding efficiency is sacrificed. Consequently designing a good multimedia encryption scheme that features a high level of security and low computational cost is challenging task.

A promising direction of research in this field, pioneered by Wu and d Kuo, is to combine encryption with entropy coding by using multiple statistical models [4] in the entropy codec. Entropy coding is the last stage of many multimedia compression systems, where a symbol stream is converted into a bit-stream via a statistical model. The major advantage of this
scheme is that encryption is carried out at the same time of entropy coding, thus demanding only a negligible amount of computation. The high semantic security is guaranteed in the sense that, without knowing the key, the bit-stream cannot be correctly decoded. Even though the multiple Huffman tables (MHT) method proposed by Wu and Kuo has many desirable properties, it is vulnerable to the chosen plaintext attack (CPA). An Advanced MHT encryption scheme is proposed in this work to overcome this drawback.

To improve the security, several kinds of advanced MHT schemes have been proposed by either inserting random bit in the encrypted bit stream or integrating with a stream cipher [4], [5]. Recently, another scheme via random rotation in partitioned bit streams has been reported [6] and has been applied to a MHT system [7].

In this paper, we analyze the security of the basic MHT scheme and proposed advanced method. We show that the Huffman tables should be carefully selected; otherwise, the computations of exhaustive search will be significantly reduced. We also present chosen-plaintext attacks on the basic MHT and the advanced method with random bit insertion. Further, we suggest two empirical criteria for Huffman tree selection, based on which we can simplify the stream cipher integrated scheme, while ensuring a high level of security.

The rest of this paper is organized as follows. Section II presents an overview of MHT methods. In Section III, we show the security analysis. Two empirical criteria for Huffman table selection, together with a simplified stream cipher integrated scheme, are suggested in Section IV, Section V is the conclusion.

II. MHT ENCRYPTION SCHEMES

Encryption and compression are, in fact, intimately related in that it is redundancy in the data permits encryption and compression [8]. This fact motivates us to integrate encryption with compression. Huffman coder is very popular in modern multimedia compression system, with the aim of compressing symbols such as quantized DCT coefficients into bit streams, according to some predefined statistical models. Since, usually, the statistical model space is not large; it does not offer enough security. MHT algorithm, in order to increase the model space while maintaining the computational efficiency, keeps the structure of the Huffman tree but enlarges the model space through mutating the original trees.

The procedure of basic MHT algorithm can be described as follows:

a) Train four original Huffman trees from different sets of training data. An example for JPEG dc coefficient coding can be found in Fig. 8 in [1].

b) Perform tree mutation to create the whole Huffman tree space. The operation is illustrated in Fig. 1.

c) Randomly select m different trees from the space, and number them from 0 to m-1.

d) Generate a random vector \( P = \{ p_0, ..., p_m \} \), where each \( p \) is an integer ranging from 0 to \( m - 1 \).

e) For the \( i \) th symbol, use tree \( I \mod n p \) to encode it

Typically, we set \( m = 8 \) and \( n = 128 \). Since both the creation of Huffman tree space and the lookup table operations are quite simple, the MHT scheme needs small key-setup cost and encryption/decryption cost. On the other hand, due to the fact that decoding a Huffman coded bit stream without knowing the probability mass function of the source is surprisingly difficult [9], the basic MHT is claimed to be secure under cipher only attack and known-plaintext attack [4], [5]. However, under chosen-plaintext attack, it is vulnerable, even when the cipher can receive symbols as a whole chunk and output the corresponding code words all together [4]. Aiming to increase the security against chosen-plaintext attack, two types of enhanced schemes, selective random bit insertion scheme and stream cipher integrated scheme, have been proposed [4], [5]. In the former case, another random vector is generated, where is a one-bit integer [4]. For the \( i \) th bit in the encrypted bit stream, where is a constant, function will be performed do nothing for add random bit after for (i) For the stream cipher integrated scheme, a key stream is generated using a stream cipher, where is the seed [6]. Instead of XORing with the plaintext, the key stream will be partitioned into blocks, where is a -bit integer determining a Huffman tree to encode the encountered symbols.

We proposed encryption scheme via random rotation in partitioned bit streams was proposed by altering the generated bit stream [6]. Suppose \( X = x_1 x_2 x_3 x_N \) is a bit stream of \( N \) bits. This algorithm consists of the following two major steps, where \( pi \) and \( ri \) serve as the secret keys.

Partition \( X \) into \( k \) blocks \( Xi \) with length \( pi, i = 1 \ldots k \).

Perform a \( r_i \)-bit left rotation on each block \( i \) in \( A \).

III. SECURITY ANALYSIS

A. KNOWN-PLAINTEXT ATTACK AND WEAK KEYS PROBLEM:

![Diagram](image1.png)
In this subsection, we propose a detailed analysis of known plaintext attack on basic MHT, and show its weak keys problem. Suppose we are given a bit stream \(X=X_1,X_2,X_3,\ldots,X_N\) and know that it is the multiple Huffman encoding of some alphabet string \(C\ldots c_2,\ldots c_s\). Since any bit stream is of equal probability, we have no knowledge to determine the boundary of \(X\), i.e. establish the alphabet-codeword relationship. Hence, in order to partition \(X\) into \(S\) nonempty sub-blocks \(d_1, d_2, \ldots, d_s\), we have to consider \(C\) \(S\)-1 cases. In the traditional case where just one single Huffman table is used, we can check the prefix condition and consistence condition to eliminate some impossible partitions. In the current MHT scheme, we cannot do so since these two conditions are not necessarily satisfied for the whole bit stream. However, if we can estimate the upper bound \(K\) to the length of a codeword, we know the number of partition can be reduced from \(C^{n_1}\) to \(O(K)\). According to the Huffman tree creation procedure in Fig. 1, we know \(K=11\). Nonetheless, an attack with complexity of \(O(1)\) is still formidable.

A more sophisticated method is to exploit the knowledge of the tree structure, i.e., the possible lengths of symbol. In the extreme case where all \(m\) selected trees come from the same original tree, the identical symbol in the symbol string has the same length. From Table 1, we notice that any symbol takes at most three different lengths. This observation immediately reduces the number of cases to be checked to \(3|\Omega|=313\), since we only need to guess the length once for all identical symbols. Here, \(Q\) denotes the symbol set \{'0','1','11','error'\}, and \(|\Omega|\) is the set size. The complexity of order \(3|\Omega|\) is already feasible, especially when the given plaintext does not include all \(|\Omega|\) different letters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Length</th>
<th>Symbol</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>'0'</td>
<td>2221</td>
<td>'7'</td>
<td>5766</td>
</tr>
<tr>
<td>'1'</td>
<td>2323</td>
<td>'8'</td>
<td>6877</td>
</tr>
<tr>
<td>'2'</td>
<td>2334</td>
<td>'9'</td>
<td>7988</td>
</tr>
<tr>
<td>'3'</td>
<td>3334</td>
<td>'10'</td>
<td>8109</td>
</tr>
<tr>
<td>'4'</td>
<td>4334</td>
<td>'11'</td>
<td>9110</td>
</tr>
<tr>
<td>'5'</td>
<td>5444</td>
<td>'error'</td>
<td>9110</td>
</tr>
<tr>
<td>'6'</td>
<td>4655</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In both basic and enhanced MHT, the Huffman trees are randomly selected from the tree space. The probability that all selected trees are mutated from the same original tree is:

\[
P_1=4\prod i=0 m-1 (M-i)/(4M-i)=6*10^{-5} \ldots\ldots(2)
\]

Where \(M=212\) is the total number of trees generated from one original tree. It is almost four times higher than that of the optimal case where all \(m\) selected trees are uniformly mutated from the four original trees:

\[
P_2=M4(M-1)/4 \prod m-1 (4M-1)-1.52*10^{-5} \ldots\ldots(3)
\]

Note, also, that if all the \(m\) trees come from the last two original trees, around \(2/3\) of all alphabets in \(\Omega\) will have fixed length. The occurring probability is:

\[
P_3=\prod i=0 m-1 (2M-i)/4M-i=0.0039 \ldots\ldots(4)
\]

Hence, random selection of Huffman trees will introduce weak keys problem in the sense that some of the selected trees provide lower security than the others. To avoid this problem, a better solution is to randomly select \(m\) trees among each original tree space of size \(M\), instead of choosing \(m\) trees from the whole space of size \(4M\).

**B. CRYPTOGRAPHY AGAINST THE SCHEME WITH RANDOM BIT INSERTION**

Before presenting the cryptanalysis on the enhanced scheme inserting random bits, we propose an efficient chosen-plaintext attack on the basic MHT method.

Recall in [5], the author proved, under chosen-plaintext attack, the basic MHT could be broken in \(n|\Omega|\) times of encryption oracle access. But this conclusion is only valid when the cipher receives one single symbol and outputs its corresponding codeword. In this work, we consider the more complicated case where a whole chunk of alphabets are received and the corresponding code words are output all together. We have the following proposition.

Proposition: Under chosen-plaintext attack, the basic MHT can be broken in \(n2|\Omega|\) oracle accesses, when the cipher outputs the bit stream of \(n\) alphabets all together.

Proof: The attack method can be described as follows.

Step 1: Input alphabet stream \(c_1,c_2,c_3,\ldots-c_{n-1}\) a0 and obtain bit stream \(Z_1,Z_2,\ldots,Z_{n-1},Z_n\) Where Belongs to \(\Omega\) can be any alphabet, \(a_i\) is the \(i\)th alphabet and \(Z_i\) is the corresponding codeword.

Step 2: Input another length \(-n\) alphabet stream \(c_1,c_2,c_3,\ldots-c_{n-1}\) all and the output sequence is \(Z_1,Z_2,\ldots,Z_{n-1},Z_n\) we choose all is because, from Fig. 8 in [1], a0 and all are separated by the root node, i.e., the first bit of the codeword co representing a0 and all is different. Therefore, we can obtain

\[
Z'=Z_1,Z_2,Z_{n-1},Z_n \ldots \ldots (2)
\]

Denote the index of the first '1' Z as j (left to right order). Obviously, the codeword of a0 and all starts from the jth bit.

Step 3: Input length \(-n\) alphabet stream \(c_1,c_2,c_3,\ldots-c_{n-1},a_1\). Since the start position has been determined in Step 2, it is straightforward to find the corresponding codeword of a1.

Continuing in this fashion, in Step \(|\Omega|\) all the Alphabet codeword pairs of the nth tree are recovered. Repeat such steps, we can restore all the alphabet-codeword pairs for all \(n\) trees, and the computational cost is \(n^2|\Omega|=2|\Omega|\).

Now the key thing for the random bits insertion scheme is to find the locations of the inserted bits. Note that these locations have been fixed as long as the vector \(Q\) is determined. Assume the encoded bit stream of \(c_1,c_2,\ldots-c_n\) is \(B=bl,b2,\ldots-bf,ylbf+1,\ldots bgy2,bg+1,\ldots bhy3bh+1,\ldots\), where \(bi\) is the original bit, and \(yi\) is the inserted random bit taking 0 or 1 with the same probability. Therefore, we can encode \(c1,c2,\ldots-c_n\) with \(n\) \(t\) times, and obtain \(Bl,B2,\ldots BT\). We then perform the operations \(Di=B1\ Ex-OR Bi, i=2\sim T\). Due to the randomness of \(yi\), the bit 1 in \(Di\) reveals where the inserted bits locate. The missing detection probability for every random bit is \(2^{-T}\). After successful detection, we simply remove them.
from the cipher, and apply the attack described in the proof to break the enhanced scheme.

Since when detecting the random bits, we exploit the random property, one may argue that what if inserting deterministic bits instead of random bits. In fact, this does not help much to improve the security. Recall that the random bits will be added after the \((w+1)\) th bit if \(q1 \mod v = 1\). Hence, in the bit stream available, the \((w+1)\)th bit is a suspicious bit to be the first added bit, and \((2w+1)\) th, \((2w+ 2)\) th bit are two suspicious bits to be the second added bit. Along this line, we can find all suspicious bits. And according to [1], the number of random bits should not exceed 1% of the original cipher text, thus, the total number of suspicious bits is quite limited. For example, for a cipher with length 700, and \(w = 70\), the total number of suspicious bits is 45. Consequently, after recovering all the alphabet codeword pairs for each tree, using the above mentioned method, we further perform two additional checking steps:

Step a: Check whether the obtained code words contain suspicious bits according to the suspicious bits index. If yes, go to Step b, otherwise, continue to find the alphabet codeword pairs for the previous tables.

Step b: Check whether the following equality holds, where \(\hat{l}\) denotes the length of obtained codeword of \(a_i\).

\[
E = \Sigma i=0 |\Omega| -1 2 \ -li = 1 \quad \text{(5)}
\]

Since Huffman coding is optimal, Eq. 5 will be violated if any bits are inserted. In the case of \(E < 1\), from Table 1, we can find the relationship between the inserted bit location \(n\) belongs to \(A'\) (relative position within the codeword, left to right order) with \(Y = \log2 (1-E)\), for four original tree conditions. From Fig. 2, we can see that if \(u > 5\), we can obtain an unique solution of \(u\) from \(Y\). When \(2 < u < 6\), the number of solution is at most 2. Under this situation, we just keep these two candidates, and one of them can be used to successfully remove the inserted bit, leading to correct decoding of the bit stream.

Figure 2. Relationship between inserted bit location \(u\) and \(Y\)

IV. HOW TO SELECT HUFFMAN TABLES

From the analysis of this area, we see that if the order that the \(m\) tables are used is fixed, the MHT schemes are inherently insecure. To overcome this drawback, a simple yet effective method is to use a secure stream cipher to generate the using order sequence [3], [4] and to avoid using the same sequence more than once. It should be pointed out that the security of this kind of improved scheme still heavily relies on the tables selected. In addition, to achieve a certain level of security, the number of tables is also closely related to the table selection. Therefore, a natural question arising is how to appropriately choose a small number of Huffman tables to ensure a high level of security.

We observe that, in the MHT scheme, one symbol may be mapped to many different code words, and in turn, one codeword may also correspond to many different symbols. This many to many mapping results in the existence of more than one symbol strings satisfying the same symbol distribution, which can be encoded to the same bit stream with a certain order sequence. We call these symbol strings alias symbol strings. In order to evaluate the bidirectional mapping, we empirically define two quantities, namely, mapping diversity (MD) and codeword diversity (CD).

Consequently, when selecting the Huffman trees, our strategy is to assign more distinct code words to those symbols with high probability. In this way, we can simplify the stream cipher integrated scheme while ensuring a high level of security.

In this paper, we have not discussed the schemes with stream cipher generators. Generally speaking, the only relevant attack model in those cases is the known plain text attacks because the internal state of the stream cipher is independent of the plaintext and the cipher text, making the flexibility of chosen-plaintext attack cannot be exploited. Currently, it is not practical to recover the secret keys of the stream cipher such as SHA-1, although recently breakthrough has been achieved [9]. The security of these schemes, however, solely relies on the assumption that decoding a multiple Huffman table encoded bit stream is computationally infeasible even if we have full knowledge about all the multiple tables, but only do not know the using order. To what extend is this assumption true is still an open question, and needs more mathematical analyses.

V. CONCLUSION

We have analyzed the security of the multimedia encryption Scheme using multiple Huffman table. The result of known plaintext attack shows that the multiple Huffman tables should be carefully selected to avoid the weak keys problem. Chosen plaintext attacks are then proposed to evaluate the basic MHT algorithm as well as the enhanced scheme with random bit insertion. Guided criteria for how to select the Huffman tables, we further suggest a simplified scheme to achieve a high level of security.
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